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Brief Introduction of Included Algorithms 

Regularized regression with an elastic net penalty 

The regularized logistic regression is a special type of regression with penalized 

magnitudes of coefficients and error terms to avoid overfitting and enhance generalizability in 

new datasets [1]. Meanwhile, the coefficients of predictors generated by this model make its 

prediction process easily understood [2-4]. 

Classification tree 

A classification tree is a non-parameter supervised learning method, recursively splitting 

the data to fit a simple prediction model at each node based on different conditions (e.g. if 

PHS<0.21) until correct classification is made. A classification tree can model the complex non-

linear relationship between predictors and outcomes. In addition, its flowchart-like structure 

enables its decision-making process interpretable [2,3].  

K nearest neighbors 

K nearest neighbors (KNN) is an easy-to-implement supervised machine learning (ML) 

algorithm to classify the sample according to the most frequent category of its nearest neighbor 

based on the specified number of examples(k)closest to that sample. KNN is suitable to solve 

both classification and regression predictive problems [5]. 

Extreme gradient boosting tree 

The extreme gradient boosting (XGB) tree is an ensemble-learning algorithm of several 

models to enhance its learners' capability in capturing complex relationships between input and 

output and interpreting the variable importance [6]. It is suitable for classification problems. 

Multivariate adaptive regression spline 
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Multivariate adaptive regression spline (MARS) is an adaptive regression algorithm that 

creates a piecewise linear model by building a linear regression model on each partitioned 

linear segment (splines) with varied slops in training data, to aggregately achieve the best 

predictive performance. MARS algorithm is suitable to address complex non-linear regression 

predicting modeling problems using an iterative approach [7]. 

Support vector machine 

Support vector machines (SVMs) are binary classifier algorithms using a technique of 

kernel trick to create linear separator (termed hyperplanes) that separates classes(e.g., will 

patient die within 180 days following assessment) of complex nonlinear data sets in high-

dimensional feature space [1]. 

Neural network 

Neural networks are inspired by the network structure of brain neurons in human being 

and consists of connected units(neurons), which enables this complex algorithm to effectively 

map the nonlinear relationship between the predictors and outcome variables [8]. Its unique 

structure makes it suitable for ML methods and has universal approximation capability [9]. 
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